
QUICK TIPS
(--THIS SECTION DOES NOT PRINT--)

This PowerPoint template requires basic PowerPoint 
(version 2007 or newer) skills. Below is a list of 
commonly asked questions specific to this template. 
If you are using an older version of PowerPoint some 
template features may not work properly.

Using the template

Verifying the quality of your graphics
Go to the VIEW menu and click on ZOOM to set your 
preferred magnification. This template is at 100% 
the size of the final poster. All text and graphics will 
be printed at 100% their size. To see what your 
poster will look like when printed, set the zoom to 
100% and evaluate the quality of all your graphics 
before you submit your poster for printing.

Using the placeholders
To add text to this template click inside a 
placeholder and type in or paste your text. To move 
a placeholder, click on it once (to select it), place 
your cursor on its frame and your cursor will change 
to this symbol:         Then, click once and drag it to 
its new location where you can resize it as needed. 
Additional placeholders can be found on the left 
side of this template.

Modifying the layout
This template was specifically designed for a 48x36 
tri-fold presentation. Its layout should not be 
changed or it may not fit on a standard board. It has 
a one foot column on the left, a 2 foot column in 
the middle and a 1 foot column on the right.
The columns in the provided layout are fixed and 
cannot be moved but advanced users can modify any 
layout by going to VIEW and then SLIDE MASTER.

Importing text and graphics from external sources
TEXT: Paste or type your text into a pre-existing 
placeholder or drag in a new placeholder from the 
left side of the template. Move it anywhere as 
needed.
PHOTOS: Drag in a picture placeholder, size it first, 
click in it and insert a photo from the menu.
TABLES: You can copy and paste a table from an 
external document onto this poster template. To 
adjust  the way the text fits within the cells of a 
table that has been pasted, right-click on the table, 
click FORMAT SHAPE  then click on TEXT BOX and 
change the INTERNAL MARGIN values to 0.25

Modifying the color scheme
To change the color scheme of this template go to 
the “Design” menu and click on “Colors”. You can 
choose from the provide color combinations or you 
can create your own.

QUICK DESIGN GUIDE
(--THIS SECTION DOES NOT PRINT--)

This PowerPoint 2007 template produces a 36”x48” 
tri-fold presentation  poster. It will save you 
valuable time placing titles, subtitles, text, and 
graphics. 

Use it to create your presentation. Then send it to 
PosterPresentations.com for premium quality, same 
day affordable printing.

We provide a series of online tutorials that will 
guide you through the poster design process and 
answer your poster production questions. 

View our online tutorials at:
 http://bit.ly/Poster_creation_help 
(copy and paste the link into your web browser).

For assistance and to order your printed poster call 
PosterPresentations.com at 1.866.649.3004

Object Placeholders

Use the placeholders provided below to add new 
elements to your poster: Drag a placeholder onto 
the poster area, size it, and click it to edit.

Section Header placeholder
Move this preformatted section header placeholder 
to the poster area to add another section header. 
Use section headers to separate topics or concepts 
within your presentation. 

Text placeholder
Move this preformatted text placeholder to the 
poster to add a new body of text.

Picture placeholder
Move this graphic placeholder onto your poster, size 
it first, and then click it to add a picture to the 
poster.
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Error visualized on a table:

Theia: Assistive Environmental Communication via Audio 
Patterns for the Visually Impaired

Blind users have issues with precisely understanding their environment. 
Many current devices that assist the blind rely on verbal descriptions such 
as "orange on your left side" or "chair on your upper right side". The 
issue here is that verbal descriptions are only effective when the 
environment is simple. Verbal descriptions have trouble communicating 
precise position, shape, and size in a simple format. However, we created a 
system that solves this issue! 

Theia uses sound effects and verbal cues to precisely communicate a 
blind user's environment. We use instrumental sounds in combination with 
verbal descriptions for better communication with the blind. Instrumental 
sounds such as piano notes or drum noises, are used to communicate 
precise position and depth, while verbal cues communicate object type.

A blind user can press a button and understand precise details about 
their environment in ~5 seconds through Theia.

Introduction

Engineering Goal

To communicate the user's environment, we used piano sounds, verbal 
audio cues, and drum sounds. We choose piano sounds and drum sounds 
because of to the user's familiarity with the sounds, which would allow them 
to understand the pitches / frequencies of the notes more easily. 

Lower pitch sounds represent further points, and high pitch sounds 
represent close points. Along with this, they represent the vertical position of 
objects. Higher up objects have high pitch sounds and lower objects have low 
pitch sounds.

For communicating the horizontal positioning of objects, we would shift 
the audio between the user's left and right headphones. If the sound was all 
the way on the right, the object would be all the way on the right. 

Finally, to communicate the type of object, we would just play a verbal 
audio for what the object was. If the object was an orange, we would play the 
sound of a man saying "orange". The verbal audios may be swapped for 
another language, or a sound effect pertaining to the object. 

Communication Method Results
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We set out to address previous design weaknesses by researchers. 
Specifically, a solution should be low cost (<$300) to ensure low barrier of 
entry, be computationally efficient to ensure consistent operation, address a 
wide variety of objects, have precise spatial communication, and have 
quick communication.
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Literature Review

Blind or visually impaired humans can possess traits of echolocation 
according to a (N=37) preliminary study by Thaler (2013) and is backed up 
by Thaler, Arnott, and Goodale (2011) who measured brain data to confirm 
that blind individuals that echolocate effectively often use the same places 
of their brain stimulated by visual activity.

Object Detection and Segmentation based assistance by Jiang, Lin, and 
Qu (2016) addresses this through a real time system to provide users with 
descriptions of objects that are played at where the objects are located. 
Jiang et al. (2016) connects to a large server for computation, and relies on 
a vertical component of headphones that doesn't exist without use of audio 
illusions (or uses height virtualization which is expensive and ineffective).  

Text-based approaches have been introduced by Sarwar et al. (2022) by 
using OCR technology in order to describe signs to the blind. This 
technology can run on a Raspberry Pi, but fails to account for the overall 
scene, and non-text markers.

Human Testing Methods and Procedure

We use the following testing methodology:
1. Blindfold subject, and face them towards the table
2. Repeat the following process 3 times and record results

a. Randomly select 1-3 objects 
b. Place items randomly on testing area
c. Participants will guess location of object and object type (record responses and compare to actual position)
d. Show them error in order to induce pavlovian conditioning – the concept that over time humans will learn patterns and associations of senses to results
e. Repeat until have results for 1,2, and 3 objects.

Our procedure generalizes to situations such as locating a car in your environment, or understanding the location of people on a sidewalk.

Testing-trial images (Participant consent given and form signed)

Location Description through Instrumental Sounds Object Detection 

We use the YOLOv5 (You Only Look Once) model in order to 
detect objects. Specifically, we use a downsized model provided by 
Ultraytics with smaller model size and faster speed. The choice of 
YOLO over other models such as Swin Vision Transformer, R-CNN, 
and ConvNeXt comes down to efficiency. ConvNeXt models rely on 
transformers, which outperform YOLO at the cost of efficiency. A 
comparison table is below. Accuracy was tested on the COCO 2017 
dataset. 

Conclusion/Future Work

The YOLO algorithm works through the following steps:

1. Initialize the image into a grid space. 
2. For each cell grid:

a. Detect probability of an object and the significance of the 
grid

3. Find intersection over union areas (IOUs) and remove the 
object from the grid in the less significant area, but expand the 
bounding boxes. 

Using the cell method allows YOLO to compute all locations in 
one forward pass, while other methods such as R-CNN commonly 
detect objects one at a time. Splitting the image into a grid gets rid of 
the step of deciding where the algorithm should look for objects. 
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Physical Hardware Details

We use the Intel Realsense 
D415 and a Raspberry Pi 4 as a 
system under $300 that has 
powerful enough to run our 
communication method. The Intel 
Realsense D415 gives us the 
depth data of a scene at a lower 
price point than LIDAR ($100 vs 
$1,500). All the hardware is 
connected to a power bank for 
on-the-go usage, and 
computations are ran on our 
Raspberry Pi 4.

Object Count Mean Error (cm) σ (cm) Mean NEA (%)

1 6.21 5.80 92.81%

2 7.20 5.90 91.67%

3 4.69 5.18 94.57%

Average 6.03 5.63 93.02%

Error Results

Results of the human experiment were recorded and statistical analysis 
was done to determine error. We found that in our testing of 9 participants 
(85 data points), Yolo correctly identified the object 94% of the time. We 
normalized the distance by the size of the table (61cm by 61cm) to get a 
percent value which allows the data to be understood regardless of table 
size (known as NEA or Normalized Euclidean Accuracy): 

Model Accuracy Parameters

YOLO Small 45.40% 7.2M

STT 48.50% 69M

ConvNeXt 
Tiny 49.60% 82M

Results show that Theia helps visually impaired understand their 
environment accurately. In testing trials, Theia allowed users to understand 
objects near them with a 93.02% Mean NEA and a 5.63cm SD on a 61cm 
x 61cm table. 

Sound systems that are able to express sound with with more spatial 
precision would benefit Theia's communication method. Additionally, 
machine learning speedup methods such as quantization and mixed 
precision were not used (due to stability concerns), but could lead to 
speedups with ample testing. The machine learning method could also be 
improved by utilizing the built in point-cloud data from the real-sense 
sensors for better depth understanding. This was not done due to 
performance concerns, but as SoC's become more powerful and cheaper, it 
may be an option worth exploring. 

Method Visualized (Sounds are played in the span of ~5 seconds)
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